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Supplementary Material

In this study, we connect two different bodies of literature: Collective memory and knowledge diffusion. In the newest remarkable empirical studies of collective memory, Roediger and DeSoto\textsuperscript{1} describes how society forgets US presidents. The found a U-shaped behavior, or three-step process, this is an example of what psychologists call the serial position effect, which is the tendency for people to remember most prominently the first (primacy effect) and last (recency effect) items of a list\textsuperscript{2}. Roediger and DeSoto\textsuperscript{1} report this effect with how people remember presidents and they also found that presidents who held office during a subject’s life were recalled at significantly higher rates. On the other hand, knowledge diffusion has focused on citations curves as a proxy of attention of ideas. It has been shown that in the temporal dimension of the problem there is no consensus\textsuperscript{3–15}.

Here we propose two mechanisms inspired by collective memory studies which, after a mathematical operationalization described on section SM 2.1, they can explain the temporal dimension of knowledge diffusion, also showing the emergence of universal behavior. We observe a recency effect and then a longer and slower decay, in the words of Neruda, fast and intense love and a longer and slower forgetting, which is universal.

Besides the contribution about the cultural mechanisms that explain how society forgets cultural content over time and the universality of the emerging behavior, the utility of this approach relies on its potential to study collective memory on systems where is difficult to get time series data. Using this approach, controlling by preferential attachment and considering just a “snapshot” of a system, is enough to describe and understand knowledge diffusion of cultural goods and ideas, in the same way, how was doing in this study using songs, movies, and biographies.

Supplementary Methods

Used Approach

Figure 1 shows the two different approach to study citations patterns described in the literature. In words of Bouabid 2011\textsuperscript{16}, “The first considers papers cited by a publication during a particular year and then analyze the distribution of their ages retrospectively. This approach is called ‘synchronous distribution’ (Nakamoto 1988), ‘citations from’
approach (Redner 2004) and 'retrospective citation' approach (Burrell 2002; Glanzel 2004). The second approach consists of analyzing the distribution of citations gained over time by a paper (or papers) published in a given year. This approach is called ‘diachronous distribution’ (Nakamoto 1988), ‘citations to’ approach (Redner 2004) and ‘prospective citation’ approach (Burrell 2002; Glanzel 2004). Nakamoto suggested that the synchronous and diachronous distributions follow similar curves and are symmetric. The two approaches were compared by Stinson and Lancaster (1987) in measuring the obsolescence”. Glanzel 2004\textsuperscript{17} has empirically shown that the best approach to study these systems is the prospective approach. Also, Yin and Wang\textsuperscript{18} have proved the mathematical equivalence of both. So, this decision doesn’t have any impact on the results.

![Supplementary Figure 1: Retrospective and Prospective approach used to study citations patters.](image)

**Inflation Factor**

These time series were constructed using a time window of six months. Using a different time window has been shown not to change the results\textsuperscript{14,15}. For patents and papers we discount the citations by an inflation rate\textsuperscript{14} by fixing a base year and re-scaling all the citations obtained to this base year–for more information see SM 0.2.

External factors affect the number of publications each year, this factors could be, for instance, a policy decision of a journal, more resources, among others. These kinds of factors impact the citation rate, covering the temporal patterns of forgetting, because the probability that a paper obtain a cite in a future year change if, for instance, there are more resources to publish more papers\textsuperscript{14,15}. To separate the effects of inflation and knowledge obsolescence, it means, to unveil the temporal pattern of collective forgetting, we multiply all the citations obtained by the inflation rate described in equation 1 as proposed in\textsuperscript{15}.

\[
I_f = \frac{N_J(T_0, T + \Delta T)}{N_J(T, T + \Delta T)},
\]

where \(N_J(T, T + \Delta T)\) is the number of paper published by the citing journal \(J\) at the interval \((T, T + \Delta T)\), and \(N_J(T_0, T + \Delta T)\) is the number of paper published by the citing journal \(J\) at the interval when the paper was published. For instance, let’s consider an article published in PRL in the first semester of 2000 (base year). If it gets six citations the second semester of 2010, but the number of papers published by PRL in that time is twice the amount of paper published in PRL in the base year, the six citations adjusted by the inflation factor become in three. It means an inflation factor of 0.5 adjusts the citations. The inflation factor allows us to control by external shocks and the exponential growth of science\textsuperscript{14,19}. 
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Figure 2 shows the number of papers published by PRL every six months and the inflation rate using 2000 as a base year. Thus, we deflated each citation obtained by a paper by its corresponding inflation rate given the journal that is citing and the time when the new paper is citing.

Supplementary Figure 2: A) Number of papers published by PRL each six months. B) Inflation rate for PRL each six months with $T_0 = 2000$. We observe that before 2000 the inflation rate is bigger than 1, this means that there were less papers published before 2000. After 2000, the citation rate is smaller than 1, this means that there were more papers published after 2000, with exception of after 2012, when the inflation rate increases. We also observe in A) this fact.
Inclusion Criterion of Data

The inclusion criterion of each cultural piece depends only on a proxy of its accomplishment, and is, in principle, independent of present-day popularity. For example, we cannot include biographies based on their number of language editions (as it has been done in the past\textsuperscript{20}) because our sample would be biased against old, unpopular, biographies. Instead, here the inclusion criteria of each type of cultural piece depend only on a proxy of its initial accomplishment: Billboard hot 100 ranking for songs, more than 1,000 votes in IMDB for movies, and athletic performance ranking for biographies, making it independent of their present-day popularity.

Then, to extend this study, you must select content whose selection criteria does not be correlated with the popularity measure.

Bias Check of Music Data

Since not all Billboard songs are present in Spotify and last.FM, we explore the nearly 20 thousand songs that were present in both. We check for selection bias when we match data from Billboard Magazine and Spotify. Given the linear trend in Fig. 3, we can see that there is not any selection bias in our sub-sample.
Supplementary Figure 3: We can see that there is not a significant bias in the matching of songs between Billboard (complete data) and Spotify (selected data). The same plot is for Last.fm data, because we use the same songs filtered by songs availables on Spotify.
Supplementary Model

There is an alternative way to solve the model as an uncoupled differential equation system, which give us the same mathematical result:

\[
S_{t+1} = n_t (1 - p) + \eta_t (1 - q) 
\]
\[
= n_t + \eta_t - n_t p - q \eta_t 
\]
\[
= n_t + \eta_t - (n_t + \eta_t) p + p \eta_t - q \eta_t 
\]
\[
= n_t + \eta_t - (n_t + \eta_t) p + \eta_t (p - q) 
\]
\[
= S_t - S_t p + \eta_t (p - q) 
\]
\[
S_t = n_t + \eta_t 
\]
\[
\eta_{t+1} = (1 - q) \eta_t 
\]

We can rewrite these recurrence relations 5 and 8 as differential equations:

\[
\frac{dS}{dt} = -S_t p + \eta_t (p - q) 
\]
\[
\frac{d\eta}{dt} = -q \eta_t(t) 
\]
\[
S(t = 0) = 1 
\]
\[
\eta(t = 0) = \eta_0. 
\]

Solving first equation 10 and using the initial condition giving by equation 12, we have

\[
\int \frac{d\eta}{\eta(t)} = \int -q dt 
\]
\[
log(\eta(t)) = -qt + C 
\]
\[
\eta(t) = \eta_0 e^{-qt} 
\]

Now, replacing 16 in 9, solving the differential equation transforming it into an exact equation.

\[
\frac{dS}{dt} = -S_t p + \eta_0 e^{-qt} (p - q) 
\]
\[
-\eta_0 (p - q) e^{-qt} + p S + \frac{dS}{dt} = 0 
\]

Let \( M(t, S) = p S - \eta_0 (p - q) e^{-qt} \) and \( N(t, S) = 1 \), we note that this is not an exact equation, because:
\[
\frac{\partial M(t, S)}{\partial S} = p \neq 0 = \frac{\partial N(t, S)}{\partial t} \quad (19)
\]

Therefore, we need to find an integrating factor \(\mu(t)\) such that:

\[
(\mu(t)M(t, S)) + (\mu(t)\frac{dS}{dt}N(t, S)) = 0 \quad (20)
\]

is exact, this is:

\[
\frac{\partial}{\partial S}(\mu(t)M(t, S)) = \frac{\partial}{\partial t}(\mu(t)N(t, S)) \quad (21)
\]

\[
p\mu(t) = \frac{d\mu(t)}{dt} \quad (22)
\]

\[
\frac{d\mu(t)}{\mu(t)} = p \quad (23)
\]

\[
\int \frac{d\mu(t)}{\mu(t)} dt = \int p dt \quad (24)
\]

\[
\log(\mu(t)) = pt \quad (25)
\]

\[
\mu(t) = e^{pt} \quad (26)
\]

Now, replacing 26 in 20 and using \(M(t, S)\) and \(N(t, S)\) we have:

\[
e^{pt}(pS - \eta_0(p - q)e^{-qt}) + e^{pt}\left(\frac{dS}{dt}\right) = 0 \quad (27)
\]

Let \(M_2(t, S) = e^{pt}(pS - \eta_0(p - q)e^{-qt})\) and \(N_2(t, S) = e^{pt}\), we note that this is an exact equation, because:

\[
\frac{\partial M_2(t, S)}{\partial S} = pe^{pt} = \frac{\partial N_2(t, S)}{\partial t} \quad (28)
\]

Now, let \(f(t, S)\) such that:

\[
\frac{\partial f(t, S)}{\partial t} = M_2(t, S) \quad (29)
\]

\[
\frac{\partial f(t, S)}{\partial S} = N_2(t, S) \quad (30)
\]

Then, the solution will be:

\[
f(t, S) = C_1 \quad (31)
\]

Where \(C_1\) is an arbitrary constant. In order to find \(f(t, S)\):
\[
\frac{\partial f(t, S)}{\partial t} = e^{pt} (pS - \eta_0(p-q)e^{-qt}) \\
\int \frac{\partial f(t, S)}{\partial t} \, dt = \int e^{pt} (pS - \eta_0(p-q)e^{-qt}) \, dt \\
f(t, S) = -\eta_0 e^{(p-q)t} + Se^{pt} + g(S)
\] (32)

Where \( g(S) \) is an arbitrary function of \( S \). In order to find \( g(S) \):

\[
\frac{\partial f(t, S)}{\partial S} = \frac{\partial}{\partial S} \left( -\eta_0 e^{(p-q)t} + Se^{pt} + g(S) \right) \\
\frac{\partial f(t, S)}{\partial S} = e^{pt} + \frac{dg(S)}{dS}
\] (33)

Using the definition of \( N_2(t, S) \) and equations 30 and 36 we have:

\[
\frac{\partial f(t, S)}{\partial S} = e^{pt} \\
e^{pt} = e^{pt} + \frac{dg(S)}{dS} \\
\frac{dg(S)}{dS} = 0 \\
\int \frac{dg(S)}{dS} \, dS = \int 0 \, dS \\
g(S) = 0
\] (34)

Replacing equation 41 in equation 34 and using equation 31 we have:

\[
f(t, S) = -\eta_0 e^{(p-q)t} + Se^{pt} + 0
\] (35)

\[
-\eta_0 e^{(p-q)t} + Se^{pt} = C_1
\] (36)

\[
S(t) = e^{-pt} (\eta_0 e^{(p-q)t} + C_1)
\] (37)

Finally, using the initial condition 11:

\[
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\]
\[ S(t) = C_1 e^{-pt} + \eta_0 e^{-qt} \]  
(45)

\[ S(t = 0) = 1 = C_1 + \eta_0 \]  
(46)

\[ C_1 = 1 - \eta_0 \]  
(47)

\[ S(t) = (1 - \eta_0)e^{-pt} + \eta_0 e^{-qt} \]  
(48)

\[ S(t) = e^{-pt} + \eta_0(e^{-qt} - e^{-pt}) \]  
(49)

**Transition Time**

There are other alternative ways to estimate the critical time. Using Eq. 49, the critical time, \( t_c \), can also be found by noting that the second part of the model \( e\eta_0(e^{-qt} - e^{-pt}) \) has a maximum when the relevant process changes significantly from the second to the first at \( t_{c1} \):

\[ \frac{dS}{dt} = \eta_0 (-qe^{-qt} + pe^{-pt}) \]  
(50)

\[ \eta_0(-qe^{-qt_{c1}} + pe^{-pt_{c1}}) = 0 \]  
(51)

\[ qe^{-qt_{c1}} = pe^{-pt_{c1}} \]  
(52)

\[ \log(q) - qt_{c1} = \log(p) - pt_{c1} \]  
(53)

\[ pt - qt_{c1} = \log(p) - \log(q) \]  
(54)

\[ t_{c1} = \frac{\log(p/q)}{p - q} \]  
(55)

And also, the derivative of the second process has a minimum when the main process starts to deviate from the second process at \( t_{c2} \):

\[ \frac{d^2S}{dt^2} = \eta_0(q^2 e^{-qt} - p^2 e^{-pt}) \]  
(56)

\[ \eta_0(q^2 e^{-qt_{c2}} - p^2 e^{-pt_{c2}}) = 0 \]  
(57)

\[ p^2 e^{-pt_{c2}} = q^2 e^{-qt_{c2}} \]  
(58)

\[ 2\log(q) - qt_{c2} = 2\log(p) - pt_{c2} \]  
(59)

\[ pt - qt_{c2} = 2(\log(p) - \log(q)) \]  
(60)

\[ t_{c2} = \frac{2 \log(p/q)}{p - q} \]  
(61)

Another way to find the time noting that the second part of the equation 49, \( \eta_0(e^{-qt} - e^{-pt}) \), has a maximum
when the relevant process changes significantly from the second process to the sum of the processes at \( t_{c1} \):

\[
\frac{dS}{dt} = \eta_0 (q e^{-qt} - p e^{-pt}) = 0 \\
t_{c1} = \frac{\log(p/q)}{p - q}
\]

(62)

The second critical time can be found noting that the derivative of the second process has a minimum when this starts to deviate from the main process slightly from the second process at \( t_{c2} \):

\[
\frac{d^2 S}{dt^2} = \eta_0 (q^2 e^{-qt} - p^2 e^{-pt}) = 0 \\
t_{c2} = 2 \frac{\log(p/q)}{p - q}
\]

(63)
Supplementary Note 1

Literature Intersection

Here we talk about the connection of knowledge diffusion and science of science. We can divide the literature on knowledge diffusion that uses the citations as an indicator of knowledge flows in two different macro-dimensions, these are geographical and temporal macro-dimensions\textsuperscript{21}. The geographical macro-dimension is about how knowledge flow from one place to another. It has been shown that the knowledge flows quicker to proximate areas\textsuperscript{22}, besides after controlling by geographical proximity, knowledge also flows faster from regions that have embedded related knowledge\textsuperscript{23}. For instance, regions in China, which have related industries (e.g., socks and t-shirts), can learn from each other because they share similar knowledge\textsuperscript{24}, this implies a rising in the probability of knowledge flux from one place to another, and it’s proportional to the overlapping of previous sharing knowledge. However, here we focus on the second macro-dimension, this is the temporal macro-dimension of knowledge diffusion.

Literature at the temporal macro-dimension can be classified considering two different mechanisms: 1) cumulative advantage mechanism or preferential attachment (PA). 2) Knowledge obsolescence or aging function (AF). Several models describe the citation pattern using one or both mechanisms combined. There is almost a plenty consensus on the existence of PA and AF mechanisms, however, is still not clear how to operationalize and to model the AF mechanisms. Our contribution is focusing on how to measure and separate the AF mechanism empirically and how to model it. We are also able to explain the whole decay curve, in contrast with new literature which is using a similar framework\textsuperscript{14,15}, and we also claim that following our method it’s possible to unveil a hidden and universal temporal pattern across many different domains, such as patents, scientific papers, songs, movies and even cultural icons (people).

As Fig 4 shows, we can divide the literature on AF mechanisms, regardless of PA mechanism, considering two
approaches: 1) Calculating the citation rate of papers on time, $\Delta c(t)_{14,15,25,26}$. We note that our contribution is located at this intersection. 2) Estimating the probability of time since the cultural piece was released to get a new citation, $P(\Delta t)_{6,27–30}$. We note that the first one, (1), considers more information than the second one (2), this is because in the first one the analyze is 'binary,' this means we only consider if a piece of content is cited (or not) in a given time, while in the second one the analyze is 'weighted,' because we consider if the piece of content is cited or not, but also it considers the number of citations that a piece of content gets on a given time.

![Supplementary Figure 5](image)

Supplementary Figure 5: We observe how our model works, and how it is related with the two different bodies of literature, characterized by Higham, Jaffe et al.\textsuperscript{14} and Wang et al.\textsuperscript{6}.

Let’s consider the example plotted on figure 5. We observe all papers published in 1980 by Physical Review D. The three dimensions that completely describe the system are: 1) Age of the paper (Time), Number of Citation at each time (analogous to a particle’s position), and Number of accumulated citation at each time (analogous to a particle’s momentum). As we sentenced before, to explain, understand, and make predictions in the system, there are two significant ways on how to study the AF mechanism and both follow the same analyze strategy: fix the number of accumulated citations (this is equivalent to control by preferential attachment). The dashed box on the figure represents this strategy. In other words, all calculations and estimation are doing in a box that is moving across the whole axis which represents the number of accumulated citations.

For example, Higham, Jaffe et al.\textsuperscript{14} calculate the average number of citations received on time inside of the box.
This means they calculate for a given number of accumulated citations and for a given time the number of citations received. This implies that they are using the three dimensions of the system.

Wang et al.\textsuperscript{6}, collapses one of the three relevant dimensions, this is the Number of Citations at each time, and then they estimate that the probability distribution of the time to get a new citation, for each level of the number of accumulated citations, corresponds to a log-normal distribution. On the figure, this is equivalent to work just with the number of papers that received an extra citation inside of the box, what is equivalent to say they work with the projection of the box to the plane described by Accumulated citations and Time, which implies that the Number of Citations dimension is not relevant to the analysis.

As we show on the figure, we are closer to Higham, Jaffe et al. 2017\textsuperscript{14} work. But, we proposed a significant contribution here, the time pattern of knowledge obsolescence follows a bi-exponential decay, which can explain the complete curve of the time-dependence. Also, our model is motivated by two broadly theoretically studied memory mechanisms: Communicative memory and cultural memory. We must note that the whole body of literature that has focused on calculate the average number of citations controlling by accumulated citations have not been able to explain the decay curves at very short-term nor very long-term. Also, we explain why focusing on the distribution of papers which received a new citation on time is not a comprehensive approach to understand the system.

**Supplementary Note 2**

**Comparison with Citation Models**

We also claim here that the approach based on estimating the probability distribution of the number of papers that are cited on time, $P(\Delta t)$\textsuperscript{6} is not comprehensive. Therefore, it’s less informative on the complete dynamic of the system, because it doesn’t consider information related to the ‘momentum’ of the system, this is the number of citation accrued by time. For example, Wang et al. 2013\textsuperscript{6} focus on the intersection 2 showed on Fig 4, it means they consider the projection of the box in Fig. 5 in the plane formed by time and accumulated citations. They estimate the probability distribution of citation time by counting the number of paper which received citations in each time for a fixed level of accumulated citation. It implies that the information about the number of citations is implicit in the model. To understand what the authors are assuming in this simplification, let’s use their model to obtain an explicit form of the citation rate on time for a fixed number of accumulated citation. We start from equation 3 in Wang et al. 2013\textsuperscript{6}:

$$c_i^t = m e^{\lambda_i \Phi \left( \frac{\ln(t) - \mu_i}{\sigma_i} \right)} - 1 \quad (64)$$

Where $c_i^t$ is the number of accumulated citations, $m$ is the average number of references in a paper, $\lambda_i$ captures the relative importance of the paper $i$ relative to other papers (fitness), $\mu_i$ is the immediacy, $\sigma_i$ is the longevity, and $\Phi(x) = (2\pi)^{-1/2} \int_{-\infty}^{x} e^{-\frac{y^2}{2}} dy$. So now, by construction, the number of citations on time is equal to the derivative of $c_i^t$ on time.

$$s(t) = \frac{\partial c_i^t}{\partial t} = m e^{\lambda_i \Phi \left( \frac{\ln(t) - \mu_i}{\sigma_i} \right)} \lambda_i \frac{d\Phi \left( \frac{\ln(t) - \mu_i}{\sigma_i} \right)}{dt} \quad (65)$$
We note that \( m e^{\lambda_i \Phi(\frac{\ln(t) - \mu_i}{\sigma_i})} = (c_i^t + m) \), and deriving the term using the definition of \( \Phi(x) \) and the fundamental theorem of calculus we have:

\[
s(t) = \frac{\lambda_i}{\sqrt{2\pi}\sigma_i} (c_i^t + m) \frac{1}{t} e^{\left(\frac{-([\ln(t) - \mu_i])^2}{2\sigma_i^2}\right)} \tag{66}
\]

Given that both strategies (ours and Wang et al. 2013\(^6\)) focus on separate the data using a fixed level of accumulated citation, this in order to separate the effect of PA from AF, we must consider a fixed level of \( c_i^t = c_i^t|_C \), thus applying a logarithm function in both sides of Eq. 66, and ordering terms, we have:

\[
\ln(s(t)) = \beta_0 + \beta_1 \ln(t) - \beta_2 (\ln(t))^2 \tag{67}
\]

Where, \( \beta_0 = \ln\left(\frac{\lambda_i}{\sqrt{2\pi}\sigma_i} (c_i^t + m)\right) - \mu_i^2 \), \( \beta_1 = \frac{\mu_i}{\sigma_i} - 1 \), and \( \beta_2 = \frac{1}{2\sigma_i^2} \). We note that Eq. 67 correspond to a parabola in a log-log scale, or equivalently to a log-normal decay. Now, we can apply an exponential function, and we have:

\[
s(t) = \beta_0' t^{\beta_1} e^{-\beta_2 (\ln(t))^2} \tag{68}
\]

where \( \beta_0' = e^{\beta_0} \). As we said before, the implicit form that the authors consider in their analysis corresponds to a log-normal decay or equivalently to a power-law grow multiply by an exponential decay.

Now, let’s make the empirical exercise of fitting the curve. Here we proceed on both, fitting the parameters with no bounds and fitting the parameters with the bounds given by the theoretical derivation of Eq. 67. On Fig. 6 we observe the fitting without bounds, it means we are going to allow to the algorithm to fit the best parameters regardless of the theoretical restrictions. We fit Eq. 67, obtained from Wang et al. 2013\(^6\), and we observe that the curve fits quite well to the data, with a few exceptions on the very beginning and at the long term, particularly we observe data (blue dots) decays nearer to our model (red line) than Wang’s model (red line). Therefore, we can see in Fig. 7 that both models do an excellent job explaining the behavior, maybe with some minor troubles for Wang’s model with the highest values. However, when we consider the theoretical restrictions for the parameters, they are \( \beta_1 > 0 \) and \( \beta_2 > 0 \), we can see two theoretical issues. First, we observe several curves concave up \((-\beta_2 - \frac{1}{2\sigma_i^2} > 0)\), this is implausible for a decay function, just because at the limit, \( t \to \infty \), the number of citations goes to infinite, and also because by definition \( \sigma_i > 0 \). Second, we observe for all curves in Fig. 6, the parabola vertex is located at the negative part or \( \ln(t) \), this implies that \( \beta_1/4\beta_2 < 0 \), which is impossible because always \( \mu_i > \sigma_i^2 \). Therefore, we fix to zero the lower limit for \( \beta_1 \) and \( \beta_2 \). We observe in Fig. 8 that Eq. 67 with its theoretical restrictions fails completely to fit the very beginning of the temporal decay (with a fixed level of accumulated citations) assigning an underestimated level of attention to cultural goods. It also has some troubles with the number of citations in the very long term, but this could be probably because of data resolution. However, we observe on Fig. 8 that blue dots (data) decay closer to red lines (our temporal model). Fig. 9 show how our model explains much better the highest values of citations (beginning of the decay curve).

Finally, we can say the approach used by Wang et al. 2013 do a good job fitting the decay curve (Fig. 7), but without considering theoretical restrictions for parameters. However, when we include the restrictions, we observe that it fails at the beginning. It is because the model it’s less comprehensive, therefore less accurate on the explanatory
power of the phenomenon, than our model, which is based on collective memory mechanisms. The main reason for this is they are collapsing the information contained at the “Number of Citations on Time” dimension (Fig 5). Given this lack of information, they are assuming a functional form to the temporal decay that presents some theoretical restrictions that are just realizable when the expression is explicit. When the expression is implicit like in Wang et al., is easy to estimate the level of attention accurately but it is just an artifact of the fitting algorithms as we observe in Fig. 6.

We are able to explain the whole curve accurately due to our model consider communicative memory as a part of its formulation. Another interesting consequence of using our approach is that we are unveiling a universal pattern on the temporal dimension of knowledge diffusion, a pattern that we called the universal temporal pattern of human collective forgetting, which exists in many different cultural domains, such as, songs, movies, patents, papers, and even people. It can be wholly explained using the model presented in this work (Fig 9, which comes from theoretical social anthropological studies on collective memory, taking in account two mechanisms that co-exist in all time: Communicative memory and cultural memory.
Supplementary Figure 6: Figure shows all papers published by PRA, PRB, and PRD in 1970 for different ranges of accumulated citations (11 < k < 40, 4 < k < 11, 1 < k < 4). Black lines represent the equation 67 and red lines represent our model for temporal decay explicit at the equation ???. Blue dots are the data.
Supplementary Figure 7: Figure shows the comparison between real data (x-axis) and data explained by the models for all published by PRA, PRB, PRC, PRD, PRL in 1970, 1971, 1972 and 1973.
Supplementary Figure 8: Figure shows all papers published by PRA, PRB, and PRD in 1970 for different ranges of accumulated citations ($11 < k < 40$, $4 < k < 11$, $1 < k < 4$). Black lines represent the equation 67 and red lines represent our model for temporal decay explicit in the equation ??, Blue dots are the data. Here we fix the signs of the parameters according to theoretical results.
Supplementary Figure 9: Figure shows the comparison between real data (x-axis) and data explained by the models for all published by PRA, PRB, PRC, PRD, PRL in 1970, 1971, 1972 and 1973. Here we fix the signs of the parameters according to theoretical results.
Supplementary Note 3

Comparison with Forgetting Models

At the individual level, forgetting has been modeled using exponential, logarithmic, power-law, and hyperbolic functions, whereas at the collective level, scholars have used different data sources to study the dynamics of collective forgetting, including the fraction of the population that remembers a person or event and the present online popularity of a piece of content. Zaromb et al. (2014), interviewed adults about three major wars in U.S. history and found that younger adults experienced more consensus than older adults when recalling war events. Roediger and DeSoto asked hundreds of Americans to name their current and past presidents and found that three stages characterize forgetting: an initial fast rate of forgetting for recent presidents (a “recency effect”), followed by a slower decay for past presidents, and finally, a high recall rate for the first few presidents, which they call a “primacy effect.” Wang et al. used the citation patterns of academic publications, to show that the decay of citations can be modeled using an aging function, and a normalization across each paper. Higham et al. separated the preferential attachment and the aging effects to predict citation rates in patent data.

Figure 10 and 11 shows different plausible models from forgetting literature for each data set. We our model describe more accurately the date in both at the beginning and at the end.
Supplementary Figure 10: Comparing models
Supplementary Figure 11: Comparing models
Supplementary Note 4

Citation Curve Decomposition

We illustrate this decomposition using data from papers and patents. Figure 12 C and D show, respectively, the decay curve for all papers published in PRL in 2000 and for all patents granted in 1990 for mechanical inventions, and also, decompose these curves by considering groups of papers and patents that have received the same total number of citations. Here we can see that the aggregate adoption curves (the one considering papers with all levels of preferential attachment) rise and fall, whereas the curves that consider only papers and patents with the same level of preferential attachment have an initial fast decay followed by a slower decay.

Fig. 12 shows that the attention received by songs (A and B), scientific papers (C) and patents (D) decays following a two-step process characterized by a fast initial short decay followed by a slower longer decay. Songs experience five years of “love” on average, and a relatively long time of “forgetting.” This two-step process appears to be universal, in the sense that the functional form is the same for songs, measured using data from two different online platforms, scientific publications, and patents.
Supplementary Figure 12: Universal patterns in the decay of human collective memory. Attention decay for songs using data from Last.fm (A) and Spotify (B), for PRL papers published in 2000 (C), and for patents in Mechanical (CAT 5) category granted on 1990 (D). Each dot in A and B represents a song, x-axis corresponds to the date when a song reach the billboard ranking, and y-axis corresponds to the current popularity measure. Black dots represent a month aggregation and the red broken line represents an ad-hoc segmented regression to guide the eye and to show the presence of a two-step process. Spotify popularity index (B) goes from 0 to 100, and it’s a logarithmic function of play counts on a temporal window. For C and D, the x-axis is the time after publication (C) and time after granted (D), y-axis represents the number of extra citations in each time. $k$ denotes the accomplishment level, defined as the middle point of the logarithm of accumulated citations. The dashed line corresponds to an exponential fit, which indicates that presence of another process.
Supplementary Tables

Here we show the table associated with Figure 3 in the main paper. We note that for papers and patents, we use the aggregated data to make the fit. We provide AICc for exponential, log-normal, and bi-exponential models over the same data, and we observe that AICc’s are better for the bi-exponential model, which means that our model left less information without explaining. AICs penalize by the number of parameters and the number of data points of each model.

Supplementary Table 1: Regression Results Model: Patents

<table>
<thead>
<tr>
<th></th>
<th>Cat 5 1990 (1)</th>
<th>Cat 5 1990 (2)</th>
<th>Cat 5 1990 (3)</th>
<th>Cat 1 1985 (1)</th>
<th>Cat 1 1985 (2)</th>
<th>Cat 1 1985 (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent variable: Level of attention (Citations)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p</td>
<td>0.6728***</td>
<td>0.5464***</td>
<td>0.5992***</td>
<td>0.5683***</td>
<td>0.6452***</td>
<td>0.5386***</td>
</tr>
<tr>
<td></td>
<td>(0.0812)</td>
<td>(0.0221)</td>
<td>(0.0243)</td>
<td>(0.0520)</td>
<td>(0.0317)</td>
<td>(0.0232)</td>
</tr>
<tr>
<td>q</td>
<td>0.9953***</td>
<td>0.9977***</td>
<td>0.9116***</td>
<td>0.9544***</td>
<td>0.9978***</td>
<td>0.9764***</td>
</tr>
<tr>
<td></td>
<td>(0.0135)</td>
<td>(0.0069)</td>
<td>(0.0052)</td>
<td>(0.0084)</td>
<td>(0.0036)</td>
<td>(0.0043)</td>
</tr>
<tr>
<td>r</td>
<td>0.9300***</td>
<td>0.9641***</td>
<td>0.9995***</td>
<td>0.9642***</td>
<td>0.9790***</td>
<td>0.9471***</td>
</tr>
<tr>
<td></td>
<td>(0.0208)</td>
<td>(0.0069)</td>
<td>(0.0079)</td>
<td>(0.0112)</td>
<td>(0.0063)</td>
<td>(0.0038)</td>
</tr>
<tr>
<td>N</td>
<td>1.1646***</td>
<td>2.3127***</td>
<td>4.6492***</td>
<td>1.1067***</td>
<td>2.7126***</td>
<td>5.4459***</td>
</tr>
<tr>
<td></td>
<td>(0.1287)</td>
<td>(0.0864)</td>
<td>(0.1646)</td>
<td>(0.1055)</td>
<td>(0.1366)</td>
<td>(0.2817)</td>
</tr>
<tr>
<td>t&lt;sub&gt;c&lt;/sub&gt;</td>
<td>5.8327</td>
<td>7.3694</td>
<td>6.0539</td>
<td>7.2489</td>
<td>6.2617</td>
<td>8.4825</td>
</tr>
<tr>
<td></td>
<td>(0.2956)</td>
<td>(0.1948)</td>
<td>(0.1834)</td>
<td>(0.2507)</td>
<td>(0.1719)</td>
<td>(0.1647)</td>
</tr>
<tr>
<td>df</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Obs</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>pseudo-R²</td>
<td>0.9758</td>
<td>0.9973</td>
<td>0.9978</td>
<td>0.983</td>
<td>0.9954</td>
<td>0.9959</td>
</tr>
<tr>
<td>AICc</td>
<td>-20.954</td>
<td>-87.4829</td>
<td>-94.3849</td>
<td>-34.175</td>
<td>-93.5709</td>
<td>-100.2472</td>
</tr>
<tr>
<td>Bi-exponential</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Note:</td>
<td>*p&lt;0.1; **p&lt;0.05; ***p&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Supplementary Table 2: Regression Results Model: Cultural Goods

<table>
<thead>
<tr>
<th></th>
<th>Spotify</th>
<th>Last.fm</th>
<th>Youtube</th>
<th>Olympic Medalists</th>
<th>Tennis Players</th>
<th>Basketball Players</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent variable: Current level of attention (Play counts and page views)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p</td>
<td>0.4685***</td>
<td>0.4843***</td>
<td>0.3843***</td>
<td>0.1345***</td>
<td>0.3303***</td>
<td>0.1001***</td>
</tr>
<tr>
<td></td>
<td>(0.0516)</td>
<td>(0.1535)</td>
<td>(0.0202)</td>
<td>(0.0218)</td>
<td>(0.0844)</td>
<td>(0.0313)</td>
</tr>
<tr>
<td>q</td>
<td>0.0324***</td>
<td>0.0275***</td>
<td>0.0127***</td>
<td>0.0089***</td>
<td>0.0049***</td>
<td>0.0191***</td>
</tr>
<tr>
<td></td>
<td>(0.0004)</td>
<td>(0.0005)</td>
<td>(0.0006)</td>
<td>(0.0013)</td>
<td>(0.0016)</td>
<td>(0.0051)</td>
</tr>
<tr>
<td>r</td>
<td>0.2197***</td>
<td>0.2752***</td>
<td>0.0746***</td>
<td>0.0287***</td>
<td>0.0285***</td>
<td>0.0528*</td>
</tr>
<tr>
<td></td>
<td>(0.0164)</td>
<td>(0.0285)</td>
<td>(0.0028)</td>
<td>(0.0052)</td>
<td>(0.0069)</td>
<td>(0.0294)</td>
</tr>
<tr>
<td></td>
<td>(0.5019)</td>
<td>(1.9407)</td>
<td>(0.3418)</td>
<td>(0.7615)</td>
<td>(5.4875)</td>
<td>(0.3727)</td>
</tr>
<tr>
<td>t&lt;sub&gt;c&lt;/sub&gt;</td>
<td>5.7076</td>
<td>5.2252</td>
<td>11.4898</td>
<td>28.5498</td>
<td>19.0278</td>
<td>18.7355</td>
</tr>
<tr>
<td></td>
<td>(0.222)</td>
<td>(0.3551)</td>
<td>(0.1369)</td>
<td>(0.2728)</td>
<td>(0.2955)</td>
<td>(0.5538)</td>
</tr>
<tr>
<td>df</td>
<td>18303</td>
<td>15271</td>
<td>14629</td>
<td>620</td>
<td>522</td>
<td>588</td>
</tr>
<tr>
<td>pseudo-R²</td>
<td>0.3966</td>
<td>0.2525</td>
<td>0.2342</td>
<td>0.451</td>
<td>0.1853</td>
<td>0.3595</td>
</tr>
<tr>
<td>R²</td>
<td>0.7768</td>
<td>0.8646</td>
<td>0.8752</td>
<td>0.7427</td>
<td>0.9052</td>
<td>0.8024</td>
</tr>
<tr>
<td>Note:</td>
<td>*p&lt;0.1; **p&lt;0.05; ***p&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**Supplementary Table 3: Regression Results Model: Papers**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
<td>0.4875**</td>
<td>0.5037***</td>
<td>0.4753***</td>
<td>0.5518***</td>
<td>0.5081***</td>
<td>0.4497***</td>
<td>0.4417***</td>
<td>0.3273***</td>
<td>0.5669***</td>
<td>0.4626***</td>
<td>0.4321***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0467)</td>
<td>(0.0261)</td>
<td>(0.0210)</td>
<td>(0.0575)</td>
<td>(0.0517)</td>
<td>(0.0355)</td>
<td>(0.0289)</td>
<td>(0.0201)</td>
<td>(0.0442)</td>
<td>(0.0219)</td>
<td>(0.0227)</td>
<td></td>
</tr>
<tr>
<td>q</td>
<td>0.5037***</td>
<td>0.5518***</td>
<td>0.4753***</td>
<td>0.5581***</td>
<td>0.4497***</td>
<td>0.4417***</td>
<td>0.3273***</td>
<td>0.5669***</td>
<td>0.4626***</td>
<td>0.4321***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0066)</td>
<td>(0.0055)</td>
<td>(0.0054)</td>
<td>(0.008)</td>
<td>(0.0082)</td>
<td>(0.0079)</td>
<td>(0.0080)</td>
<td>(0.0082)</td>
<td>(0.0079)</td>
<td>(0.0080)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.3757***</td>
<td>0.5518***</td>
<td>0.4753***</td>
<td>0.4497***</td>
<td>0.4417***</td>
<td>0.3273***</td>
<td>0.5669***</td>
<td>0.4626***</td>
<td>0.4321***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0210)</td>
<td>(0.0210)</td>
<td>(0.0210)</td>
<td>(0.0210)</td>
<td>(0.0210)</td>
<td>(0.0210)</td>
<td>(0.0210)</td>
<td>(0.0210)</td>
<td>(0.0210)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>1.1549***</td>
<td>3.0476***</td>
<td>1.9250***</td>
<td>5.8589***</td>
<td>11.2699***</td>
<td>5.2186***</td>
<td>8.3886***</td>
<td>2.6288***</td>
<td>5.8895***</td>
<td>12.6049***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.2038)</td>
<td>(0.3073)</td>
<td>(0.6160)</td>
<td>(1.9250)</td>
<td>(1.2887)</td>
<td>(0.6090)</td>
<td>(1.0011)</td>
<td>(0.3464)</td>
<td>(0.5075)</td>
<td>(1.029)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.2259)</td>
<td>(0.1622)</td>
<td>(0.1918)</td>
<td>(0.2079)</td>
<td>(0.1977)</td>
<td>(0.1882)</td>
<td>(0.2604)</td>
<td>(0.216)</td>
<td>(0.2023)</td>
<td>(0.2082)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note:**
- *p < 0.1; **p < 0.05; ***p < 0.01

AICc penalizes by the number of parameters and data points of each model.
Supplementary Discussion

We found a two-step process in the human forgetting, characterized by the relevance of a piece of information in communicative memory and cultural memory. This process is described according to the literature, and we found a typical decay function: smooth, monotonic, at first, but then leveling\textsuperscript{31,39}. This work suggests empirical evidence to support the forgetting as annulment and forgetting as planned obsolescence\textsuperscript{40}. Finally, our findings confirm that the dynamic of human forgetting is characterized by a narrow set of mathematical functions and not only contribute to our understanding on human behavior, but also offer a reliable way to quantify the impact of a new piece of information in the society, and this may have potential industrial and policy implications.

These results are according with the literature, that suggests a smooth, monotonic, decreasing rapidly at first, but then leveling decay function\textsuperscript{31,39}. On the other hand, this is evidence about the recency effect observed in others empirical works like Roediger and DeSoto\textsuperscript{1} or Kelley et al.\textsuperscript{32}.

According to Connerton\textsuperscript{40} we can distinguish seven different types of forgetting: i) repressive erasure, ii) prescriptive forgetting, iii) forgetting that is constitutive in the formation of a new identity, iv) structural amnesia, v) forgetting as annulment, vi) forgetting as planned obsolescence, and vii) forgetting as humiliated silence. However, in this work, we see evidence on tow of Connerton’s types of forgetting, v) forgetting as annulment and vi) forgetting as planned obsolescence.

Forgetting as annulment, refers basically to the excess of information and our inability to filter information promotes the forgetting\textsuperscript{40}. It is dangerous because we are very likely to forget valuable information if we don’t have any mechanism to remember information from historical memory\textsuperscript{41,42}. Given this, a system with more information or more dynamic should be forgotten first than the other with less available information. In this work, we find that songs are forgotten faster than movies and movies are forgotten more quickly than people. And we know, for example, in 2016 the number of songs which reached the Billboard ranking was 600 approximately– note that those are just the top best songs of the year– is very similar to the number of all movies that Hollywood produced in 2016, approximately 700.

Forgetting as planned obsolescence refers to those ideas, events, productions, or people that will be forgotten as part of market cycles and social pressures. Cultural productions, for example, are expected to be forgotten fast at first, given the social incentives for consumers of this market to forget quickly, and after this massive process of discarding of information, a transition to another process characterized by a slower forgetting rate, which is described by our model.

In words of Connerton\textsuperscript{40} Paradigm shifts modulate the discarding of information in academic productions. This need to discard is felt most acutely, of course, in the natural sciences. As long ago as 1963 it was calculated that 75 percent of all citations in the area of physics were taken from writings that were less than ten years old. Every scientist needs to learn how to forget in this way if his or her research activity is not to be crippled by chronic over information at the very outset. Indeed, Kuhn’s concept of the scientific paradigm is an idea about forgetting. Kuhn sees the development of science as one in which every shift in scientific evolution unburdens scientific memory, where every collapse of a paradigm is always an act of forgetting of great importance for the economy of scientific effort. The paradigm that has been surpassed is one that can be forgotten. Even if the historical disciplines are not subject to
such a drastic process of inbuilt obsolescence, they also have been marked by a paradigm shift and its corresponding cultural forgetting. This same process is what we found on Scientific data in the APS corpus, the transition time between communicative memory (when papers and patents received the bulk of citations) to cultural memory is around five years in average, slightly varying with the subfield.
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